
INTRODUCTION

The focus of this study is to consider random differential 

item functioning (DIF) for polytomous items from a 

multilevel (3 level) logistic regression perspective.  Often, 

in educational studies, three levels with nested variables 

are common (e.g., items scores for students nested in 

schools).  A statistical model for detecting random DIF for 

polytomously scored items will be presented.  

The random-effect DIF model will incorporate a multilevel 

(3 levels) approach.  In order to parameterize this model 

for polytomous outcomes, a hierarchical generalized 

linear model (HGLM) will be utilized.  This approach will be 

modified to include an item response theory (IRT) model 

for ordinal response data.  In this model, DIF may be 

present between any levels of the categorical response.  

This can be referred to as “inner-response DIF” or IDIF.  In 

order to allow the DIF effect to randomly vary, the DIF 

parameters are given a random component in the level-

3 model.  This approach allows for the DIF effect to not be 

consistent across the level-3 groupings.  The use of this 

procedure is demonstrated using real assessment data, 

with suggestions provided for interpreting the magnitude 

of the random DIF.

Background

Item bias represents a threat to the validity, and thus 

quality, of test scores in many different disciplines.  An item 

is considered to be “biased” if the item unfairly favors one 

group over another (Buu, 2003; Holland & Wainer, 1993).  

More specifically, an item is considered to be biased if two 

conditions are met. First, performance on the item is 

influenced by sources other than differences on the 

construct of interest that are deemed to be detrimental to 

one group. Second, this extraneous influence results in 

differential performance across identifiable subgroups of 

examinees (Jensen, 1980).

One characteristic of bias is differential item functioning 

(DIF), in which examinees from different groups have 

differing probabilities of success on an item after being 
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matched on the ability of interest (Borsboom, 

Mellenbergh, & van der Linden, 2002; Kamata & Vaughn, 

2004).  DIF is a necessary but insufficient condition for 

item bias (Williams, 1997).  If an item is biased, then DIF is 

present.  However, the presence of DIF does not imply 

item bias in and of itself.

An illustration of DIF is given in Figures 1 through 3.  In this 

example, suppose there are two groups of subjects (e.g., 

males and females) which have different probability of a 

dichotomous response on an item i, illustrated in Figure 1.  

A heavier weight signifies a higher probability of getting 

the item correct.  In Figure 1 males have a higher 

probability of getting this particular item correct.

Since this item is an indicator of some latent trait, then the 

difference between the two groups is possibly attributable 

to the latent trait.  Therefore, controlling for this latent trait 

(“matching criterion”) should remove the relationship 

between the gender and the item score.  If this is the 

case, the item is measurement invariant across the 

groups.  This is illustrated in Figure 2.

However, if the relationship between gender and item 

remains the same after controlling for the latent trait, then 

DIF is present.  That is, the item measures something in 

addition to the latent trait that is differentially related to the 

group variable. This is shown in Figure 3.

Polytomously scored data has the addit ional 

consideration that subjects can respond to or be labeled 

with more than two categories on a given item.  For 

dichotomous data, the consideration of DIF is more 

simplistic as there are only two outcomes.  But for 

polytomous outcomes, there is a possibility of an “inner- response” DIF (IDIF).  That is, there is the possibility that DIF 

may not exist uniformly across all response categories, but 

exist for certain responses within that item.  Figure 4 

illustrates an example where a particular 4-point Likert-

type item displays DIF on lower ordinal responses, yet not 

on higher ordinal responses. This type of DIF can be 

referred to as a “lower” IDIF. This can exist, as an illustration, 

when the focal group tends to differentially vary in 

successfully scoring lower ordinal scores on a attitudinal 

measurement as compared to a reference group, while 

both groups have similar success in upper ordinal scoring 

Figure 1. An illustration of gender effect

Figure 2. An illustration of no gender effect 

controlling for latent trait
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categories.

Figure 5 illustrates a “balanced” IDIF, where the nature of 

DIF changes for both extreme ordinal responses.

In this example, there is potential bias against females on 

the lower ordinal responses, and potential bias against 

males on the upper responses. Other types of IDIF 

patterns are possible, For example, “upper” IDIF would 

indicate potential bias on the upper ordinal responses, 

while “consistent” IDIF would indicate that the DIF effect is 

approximately the same for all ordinal responses.  

However, patterns in IDIF are not always present, but in 

some situations, IDIF may only be present between 

certain ordinal responses and not in others with no visible 

pattern.

The actual assessment and measurement of DIF is not 

always straightforward as the concept of differential 

functioning.  Various methods have been proposed to 

measure DIF.  Perhaps the oldest method was an analysis 

of variance approach, which tested for an interaction 

effect between groups and items (Camilli & Shepard, 

1987; Cardall & Coffman, 1964).  Yet this approach did 

not gain in popularity due to the problematic nature of 

items being measured qualitatively or yielding binary 

outcomes (Whitmore & Schumacker, 1999). Angoff (1972) 

introduced one of the first widely used measures of DIF in 

the delta-plot method, also known as the transformed 

item-difficulty (TID) method.  However, this method was 

often criticized as giving misleading results for items with 

differing discriminating power (Angoff, 1993; Cole, 1978; 

Cole & Moss, 1989; Hunter, 1975; Lord, 1977; Shepard, 

1981).  Various other methods were introduced, such as 

the Mantel-Haenszel procedure (Holland & Thayer, 1988).  

The Mantel-Haenszel procedure would dominate the 

psychometric approach to the study of DIF for many years 

due to its ability to give an effect size for DIF, known as á 

? ? in addition to a significance test.

Another approach to DIF analysis is based on IRT 

principles.  While traditional methods allow for items to 

differ in difficulty, there is no allowance for differing item 

discrimination (Angoff, 1993).  As Angoff stresses, “it is 

possible for an item with the same difficulty parameter in 

the two groups but with different slope parameters to yield 

a DIF index of zero when analyzed by all but the IRT 

method” (p. 13).  Thus, many IRT approaches to DIF 

emerged, in particular the multidimensional IRT method 

of Shealy and Stout (1993a, 1993b).  The Shealy and Stout 

method provided an interesting vantage point for DIF 

analysis that the cause of DIF could be a result of 

multidimensionality of the test in question.  One criticism 

of the traditional methods is that they explain very little of 

the source of DIF.  While the IRT perspective allows for a 

greater discernment of DIF over traditional methods, 

there is still no attempt to explain the basis for DIF.  One 

way of approaching this issue is by using multilevel 

analysis techniques, such as the approach proposed by 

Swanson, Clauser, Case, Nungster, and Featherman 

Figure 4. An illustration of lower IDIF for polytomous outcomes

Figure 5. An illustration of balanced IDIF for 

polytomous outcomes
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(2002).

Kamata and Binici (2003) considered a multi-level 

approach to DIF detection.  In this model, level 1 

represented the item level, level 2 represented the 

individual level, and level 3 represented a group unit.  The 

rationale for the inclusion of a third level was that the 

magnitude of DIF could vary across group units, such as 

schools in an educational DIF study.  This approach 

models a random-effect DIF for the group units, and uses 

individual characteristics to explicate the potential 

sources of DIF.  Chaimongkol (2005) extended the work of 

Kamata and Binici by using a Bayesian approach to 

obtain parameter estimates.  The rationale for 

developing this approach was due to the fact that the 

HLM 5 software (Raudenbush, Bryk, Cheong, & Congdon, 

2000) produced negatively biased parameter estimates 

due to a penalized quasi-likelihood (PQL) estimation 

method (Raudenbush, Yang, & Yosef, 2000).   

Raudenbush et al. and Yang (1998) suggested a sixth 

order Laplace (Laplace6) approximation for estimation.  

Current software, such as HLM 6 (Raudenbush, Bryk, & 

Congdon, 2005), allows for a Laplace6 approximation, 

but it is limited to Bernoulli models of two and three levels.  

Chaimongkol's work considered only a hierarchical DIF 

analysis for dichotomous data. Vaughn (2006) extended 

this work to consider polytomous outcomes.

Purpose

The primary focus of this study is to consider the social 

context of subjects when detecting DIF and potential 

item bias.  Often, in educational studies, three levels with 

nested variables are common (e.g., item scores for 

students nested in schools).  For each dichotomous or 

ordinal response, there is a probability associated with 

that response.  Various characteristics at each level might 

have an effect on the response, and thus the probability 

of the response.  These effects may be fixed or random.  

However, due to the fact that probability is measured on a 

[0,1] interval, the use of linear regression techniques is 

problematic.  One solution is to link the linear function of 

these covariates to the probability of response via 

mathematical functions, referred to as link functions.  

Various link functions can be used for the modeling of 

dichotomous or polytomous responses, such as the logit, 

probit, and so on.  From a traditional IRT vantage point, 

item effects also include discrimination and difficulty 

which can impact the particular response for an item.  

Uniform effects for all subjects are traditionally ideal, thus 

providing a fair and unbiased item and instrument.

One way of analyzing multilevel DIF is to focus on two 

levels: the first level being the item level, and the second 

level consisting of individual attributes. Often in these 

situations, DIF is considered to be as a fixed effect as 

shown in Figure 6. That is, any DIF effect is considered 

consistent across level-3 units (e.g., Schools).

An explanatory variable identifying reference/focal group 

affiliation can easily be added to the level-2 model and 

used to help measure DIF.  However, the inclusion of level-

3 data can have a dramatic effect on DIF estimation, 

especially when significant level-3 variation exists as 

shown in Figure 7.  This variation in DIF among level-3 units 

is referenced as “random DIF” (RDIF).  The third level will 

consist of grouping attributes (e.g., schools in typical 

educational studies).  As in the case with level-2 analysis, 

a multi-level approach seeks to explain variation in DIF 

among these group attributes, as well as consider any 

interaction effect between the level-2 and level-3 

variables.

Application

To test the effectiveness of a social context DIF model, an 

application of this model to real data was considered.  

The data set used was the NELS:88 High School Effects 

Study (HSES), which was sponsored by the National Center 

for Education Statistics (NCES).  The NELS:88 focused on a 

Figure 6. An illustration of a fixed DIF effect
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national repeated measures probability sample of 10th 

graders (measured at the 10th through 12th grade levels) 

incorporating both cognitive tests and questionnaires 

completed by students, parents, teachers, and school 

administrators.

The 12th grade students completed constructed 

response (CR) items in the subjects of math and science.  

Each item was polytomously scored, as will be detailed 

below.  Hamilton and Snow (1998) investigated DIF for 

gender on the science CR test of the NELS:88, and found 

DIF on some items using a logistic regression approach.  

This study also considered the science test and gender 

DIF, and extended the analysis to a multilevel model as 

presented earlier.   The data consisted of records for 2190 

students from 109 schools which were used to consider 

the effectiveness of applying the three-level random DIF 

model to actual research situations.

Science knowledge was assessed by four CR items.  The 

questions required students to answer with brief written 

responses which might even include diagrams. The 

students were given 10 minutes to respond to each 

question. The questions were constructed so that at least 

part of the question could be answered by all students 

due to somewhat familiar content.  However, only 

students with much deeper knowledge of the subject 

could answer the question in full.  The four science items 

included: 

(1) Nuclear and Fossil Fuels (CR1):  Write a brief essay 

outlining advantages and disadvantages of each;

(2) Eclipses (CR2):  Produce diagrams of solar and lunar 

eclipses and explain why one can be seen from a greater 

geographical area on earth;

(3) Rabbit and Wolf Populations (CR3):  Given graph 

representing population of rabbits, produce graph 

representing population of wolves, subject to certain 

constraints, and explain features of graph;

(4) Heating Curve (CR4):  Explain segments of graph 

representing temperature of a mixture as a function of 

time (mixture contains water and ice, and is being heated 

over an open flame) (Hamilton & Snow, 1998).

Readers scored each of the CR items.  Most of the teams 

of scorers consisted of high school science teachers.  The 

readers and test developers created a set of ordered 

scoring categories for each item a six-point scale score 

for each item, with 0 representing no understanding of the 

material and 5 representing complete understanding of 

the material.  Additional information about the items and 

their scoring can be found in the NCES report by Rock, 

Pollack, and Quinn (1995). Student responses were 

analyzed for random DIF among gender while taking into 

account school affiliation.  The first item was taken as the 

reference item since Hamilton and Snow's research 

indicated that the first item was relatively free of DIF.  The 

Bayesian estimation procedures were the same as 

introduced in the simulation designs.

Table 1 gives the frequencies of scores at each ordinal 

response for each of the constructed response questions.  

This table is also broken down by gender, which the DIF 

analysis centers upon. For this analysis, females were 

chosen as the focal group. The frequencies at each 

ordinal score show relatively few students scoring at the 

highest levels and thus strong positive skewness.

Of special note is the difference in male and female 

scoring at score level 5 on question 2 (eclipses).  More 

students were rated the highest possible score (5) on this 

item than any of the other three questions, yet the ratio of 

male to female responses is considerable.

As seen in Table 1. each question had missing data as 

there were a total of 2190 student records.  One way to 

deal with this would be to use a listwise deletion method 

and exclude the entire subject scores if one or more 

Figure 7. An illustration of a random DIF effect
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21903459413338862484Total

10901525209195416230Female

11001934204143446254MaleQ4

219092111168566506747Total

1090374781257269399Female

1100556487309237348MaleQ3

219021849441721357404Total

10905019174357236254Female

110016830267364121150MaleQ2

219075154208315661777Total

1090255582133340455Female

11005099126182321322MaleQ1

Total543210Item

Score

values are missing.  The method that was used in this study 

was replacing the missing data with a value of 0.  These 

frequencies are presented in Table 2.

There were no students who were missing all scores for the 

four questions.  Therefore, it was assumed in this analysis 

that a student missing a score for a particular question did 

not complete it, or possibly did not know the answer.  Thus, 

all unanswered items were scored as incorrect answers.  

Although not shown in this study, a comparison in DIF 

analysis for this data and the data with listwise deletion 

showed consistent results.  The dataset that was analyzed 

contained 2190 students from 109 schools.  There were 

1100 males and 1090 females.  The average number of 

students per school was 20, with some schools reporting 

as few as one student while others reported a maximum of 

40 students.

Parameter estimates for the random DIF model obtained 

using a Bayesian estimation method are presented in 

Table 3 and 4.

A dashed number appears beside each parameter to 

Table 1. Frequencies of scoring by gender

20803459413338862374Total

10431525209195416183Female

10371934204143446191MaleQ4

211092111168566506667Total

1059374781257269368Female

1051556487309237299MaleQ3

214521849441721357359Total

10695019174357236233Female

107616830267364121126MaleQ2

215475154208315661741Total

1074255582133340439Female

10805099126182321302MaleQ1

Total543210Item

Score

Table 2. Frequencies of scoring by gender with 

missing data replacement
Table 3. Statistics of Gibbs sampling for HSES 

data for fixed effects

????????????

0.280, 0.6880.0040.1030.488

Group effect

0.510, 0.7130.0010.0520.606

1.421, 1.6700.0010.0641.542

1.455, 1.6580.0020.0521.556

1.538, 1.7580.0020.0571.647

Step

-0.665, 1.1550.0390.4640.968

-1.124, 1.0290.0370.557-0.003

-1.155, -0.9970.0010.046-1.117

1.089, 1.1550.0000.0191.139

-1.239, -0.8340.0030.104-1.031

-1.075, 1.1090.0380.461-0.439

-1.154, 0.9340.0400.515-0.791

-0.006, 0.7480.0050.1950.380

-0.671, -0.2120.0030.117-0.452

-0.047, 0.3110.0020.0910.130

-1.111, 0.9880.0290.405-0.529

-0.407, 1.1540.0200.4130.794

0.388, 1.0030.0040.1590.737

-0.877, -0.4790.0020.102-0.688

0.713, 1.0920.0030.0970.901

IDIF

0.443, 0.6250.0010.0470.535

0.430, 0.6160.0010.0470.522

-1.158, -0.9580.0010.051-1.057

Item effect

95% CIMC errorSDMParameter
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help identify the question that the parameter refers to.  For 

simplicity in notation, since the first question was used as 

the reference item, item 1 in the table refers to question 2, 

item 2 refers to question 3, and so on.  The Gibbs sampler 

run produced 10,000 values for each parameter in the 

model after an initial burn-in of 1,000 iterations.  The same 

prior distributions and initial values used in the simulation 

studies were used to analyze this data.  Convergence 

using the Bayesian methods was checked, with results 

similar to those found in the simulation studies.  The 

sample mean, standard deviation (SD), and MC error of 

these 10,000 values are presented and are interpreted in 

a similar manner as discussed for the DIF simulation 

results.

For this example, “lower IDIF” refers to DIF between ordinal 

scorings 0 and 1.  “Upper IDIF” refers to any of the DIF 

estimates for the remaining comparisons.  When 

considering the fixed DIF effects,  the second and fourth 

question had lower IDIF values above 0.426 in 

magnitude.  Thus, there is evidence of these two items 

showing DIF between the 0 and 1 ordinal scoring (those 

scored as having no knowledge versus little knowledge).  

When adding in the upper IDIF parameter estimations, the 

presence of DIF was also seen for some of the upper 

scoring as well.  Although question 3 did not exhibit DIF 

between the first and second ordinal scoring response, 

there were indications of DIF on some of the upper DIF 

parameters.  According to these upper parameters, 

Question 2 exhibited DIF against females, while question 3 

and 4 exhibited DIF against males.  When it came to the 

question on eclipses, possible bias against females 

appeared to be present.  That is, for males and females 

with the same abilities, males seemed at an advantage 

of being scored in the higher ordinal categories.  The 

opposite was true for the questions pertaining to 

rabbit/wolf populations and heating curves.  Interestingly, 

the questions which gave females a possible advantage 

were questions dealing with graphs.  These results are 

summarized in Table 5.  The pattern of DIF is consistent 

with that found in the study done by Hamilton and Snow 

(1998).

Interpretation of Random DIF

No criteria have been established for the interpretation of 

random DIF.  Three suggested approaches will be 

presented in this study.  First, a quick assessment of 

random DIF could be seen by establishing a confidence 

interval for the fixed estimate. A confidence interval 

formed with two DIF standard deviations would give an 

idea of how consistent the DIF effect is. This interval is 

formed by calculating

If the parameter follows a normal distribution, this 

0.745, 1.0510.0020.0780.888

0.916, 1.1780.0030.0671.047

1.183, 1.4340.0020.0641.304

0.043, 1.1530.0180.3570.676

0.594, 1.1480.0080.1530.873

0.033, 1.1530.0100.3590.625

0.025, 1.1470.0080.3390.544

0.053, 1.1540.0080.3460.778

0.123, 1.1540.0170.2930.817

0.568, 1.1540.0100.1601.037

0.090, 1.1540.0080.3080.887

0.211, 1.1540.0060.2550.947

0.061, 1.1540.0090.3410.793

0.038, 1.1540.0230.3790.720

0.016, 0.6570.0080.1770.287

0.042, 1.1530.0080.3420.695

0.052, 1.1530.0090.3370.717

0.030, 1.1520.0070.3590.634

IDIF Standard Deviation

95% CIMC errorSDMParameter

Table 4. Statistics of Gibbs sampling for 

HSES data for random effects

 
1 1

ˆπσ
−

 
2 1
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−

 
3 1

ˆπσ
−

 
4 1
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3 2
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4 2
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5 2

ˆπσ
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1 3
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2 3
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−

 
3 3
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−

 
4 3

ˆπσ
−

 
5 3

ˆπσ
−
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ˆ
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2( )

ˆ
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3σ̂

Table 5. DIF results for real data study

?AM?AM?AMQ4

? AM?AMQ3

?AFAF?AFQ2

4-53-42-31-20-1

Ordinal response scoring comparison

? AF?

-

Note:  AF = potential bias against females, AM = potential bias against males

 ˆ( ) 2fixed DIF estimate πσ± (1)
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approximates a 95% confidence interval. Regardless, 

based on Chebyshev's Theorem, we know that at least 

75% of the estimates will fall within this interval. As 

illustration of this approach, a confidence interval is 

formed for the first DIF effect on question 2 between 

ordinal scores 0 and 1.  The fixed DIF effect was estimated 

as 0.901, and the random DIF effect was estimated as 

0.634.  The confidence interval based on two standard 

deviations is (0.367, 1.268).  This suggests that in some 

schools the DIF effect is negative, thus showing potential 

bias against males.  Some schools may show very little DIF 

(values close to 0), and other schools may have a higher 

DIF impact against females than would be interpreted 

from just the fixed DIF estimate.  If the confidence interval 

indicates a change in DIF interpretation across level-3 

groupings, then an explanatory model might be 

warranted to explain the nature of this random DIF.  If this 

confidence interval gives a consistent interpretation as 

the fixed DIF estimate (i.e., there is always potential bias 

toward one group across all level-3 groupings), then 

interpretation of the fixed DIF effect without regard to the 

random variation would be warranted.  However, some 

researchers may be concerned if the variability is too high 

and use that as their criteria for flagging potentially biased 

items.  In the previous example, since the nature of the DIF 

interpretation changes when considering the DIF 

variability, then this variation should be considered while 

interpreting the DIF effect and a follow-up explanatory 

analysis of level-3 groupings would be advised.

Another possible approach to the analysis of random DIF 

is a chi-square hypothesis test for the population variation 

in DIF.  If the standard deviation of DIF is greater than 0.426 

(the suggested value for indication of fixed DIF), then the 

DIF effect could become negligible or completely 

reverse.  A possible null hypothesis for random DIF           

is . The chi-square test statistic would be,

where n is the level 3 sample size, and n  1 degrees of 

freedom characterize the chi-square distribution.  For the 

previous example, the chi-square test statistic would be 

419.72 which would be significant at the 5% level.  

However, the chi-square test is known to be sensitive to 

sample size and thus this approach is not recommended 

without the aid of the other suggestions.

A final recommended approach would be to incorporate 

the standard deviation of the random effect estimates 

from the Bayesian output to judge the magnitude in 

variability.  This can be seen in the confidence intervals 

from the Gibbs sampling procedure for the posterior 

distribution as seen in Table 4.  These are based on the 

posterior density for a particular parameter which may or 

may not be normally distributed.  Any confidence interval 

which does not capture 0.426 and both limits are greater 

than 0.426 would indicate a serious variation in DIF 

among level 3.

A two tier approach is suggested for the analysis of 

random DIF.  First is the assessment of random DIF:

?Negligible Random DIF:  Null hypothesis (mentioned 

above) is rejected and the 95% posterior confidence 

interval captures 0.426,

?Moderate Random DIF:  Null hypothesis is rejected 

and the 95% posterior confidence interval does not 

capture 0.426 but does capture 0.638,

?Large Random DIF:  Null hypothesis is rejected and 

the 95% posterior confidence interval does not 

capture 0.426 or 0.638.

Second, any item which indicates at least a moderate 

variability in DIF can be analyzed using the first suggested 

method for practical importance of the DIF effect.  If all 

items fail to reject the null hypothesis, then a fixed DIF 

model could be considered instead.  An omnibus test for 

overall random DIF would be beneficial for a 

parsimonious decision to go with a fixed DIF model, yet 

development of such a test is beyond the intent of this 

study.

For the HSES data, all ordinal responses would be 

significant with the exception of the third and fourth 

ordinal responses on question 2 

Considering the posterior confidence intervals, most of 

these random DIF effect would be interpreted as 

(refer back to the CR 

questions (1-4) presented earlier in the paper). 

 2
0 : 0.181H σ≤

 2
2 ˆ( 1)

0.181

n σχ−= (2)
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negligible since they capture 0.426.  The only random DIF 

which can be considered moderate (but not large) 

according to the aforementioned criteria are between 

ordinal scorings 3 and 4 for questions 3 and 4.  The 

confidence interval for the DIF effect between scorings 3 

and 4 for question 3 is (2.87, 1.28).  The confidence 

interval for question 4 is (1.75, 1.74).  Both of these are 

interpreted as indication of severe variation in the DIF 

effect.  For question 3, the fixed DIF effect was sizeable 

which indicates potential bias, and inclusion of DIF 

variability indicates how this DIF effect varies greatly 

among schools.  Interestingly for question 4, the fixed DIF 

effect was negligible; however, DIF did exist among some 

schools (at times in extreme amounts). This once again 

indicates the potential worth of a random DIF model. A 

fixed DIF model would have seen this particular item for 

these particular responses as free of DIF, when in fact 

there are extreme examples of DIF within the schools of 

this study.

One explanatory model for this random DIF could include 

the type of school (rural versus urban) to help explain this 

variability.  A follow-up study in which characteristics of the 

schools would be incorporated would be advised at this 

point to investigate an explanatory model for this random 

DIF. These follow-up studies are not conducted in this 

study.

Significance

By considering DIF from a multi-level perspective, it is 

possible for DIF to be consistent or vary across the levels of 

the model.  For instance, DIF may vary among level-3 

groupings yet have an overall effect on level-2 subjects.  

For polytomous outcomes, DIF may exist for certain 

categorical responses consistently across level-3 

groupings, or vary among these groupings.   In the model 

for this study, level 2 represents the individual level.  

Therefore, most of the DIF detection will often center on 

this particular level.  Yet with the inclusion of a third level in 

the model, researchers can be shown much more detail 

on the nature and source of DIF.  Thus, one important 

facet of random DIF is that it allows DIF analysis to not be 

focused solely on the individual.  Random DIF allows the 

social and institutional contexts in which individuals are 

located also to be considered.

As an illustration of this, suppose that a school district gives 

a survey measuring student's attitudes on a given topic.  If 

a particular item is found to display DIF, one might like to 

know whether the DIF effect is consistent across all schools 

in the district.  If it is consistent, this would be referred to as 

“fixed” DIF.  However, if the DIF effect varies greatly among 

schools, then this would be an example of “random” DIF.

In a traditional educational study involving student (level 

2) and school (level 3) characteristics, a multi-level 

approach can reveal significant interactions between the 

levels for DIF.  This can be of benefit in determining 

whether the nature of DIF is exclusively due to student 

attributes, or a particular combination of student and 

school attributes.  That is, certain groups of students might 

be affected by certain type of schools, thus causing DIF 

on particular items.  But a traditional DIF analysis might not 

detect this DIF since level 3 characteristics would be 

aggregated into level 2 data.  By considering a third level, 

it is possible to detect DIF for which traditional means 

could not.  In the above example, one might find that by 

considering whether a school is in an urban or rural area 

might have a major impact on the DIF effect.  

Furthermore, an explanatory model could be introduced 

that incorporates level 3 attributes to help explain the 

nature of random DIF.

The uniqueness of this study is its consideration of 

polytomous random DIF from a multi-level perspective; it 

is possible for DIF to be consistent or vary across the levels 

of the model.  For instance, DIF may vary among level 3 

groupings yet have an overall effect on level 2 subjects.  

In addition to this, DIF may exist only for level 3 

characteristics, but not level 2.  This is an extra detection 

not possible with traditional DIF analysis. In the 

educational example above, in some situations DIF may 

not exist among all of the schools (i.e., groups of interest), 

but just in certain types of schools.  With the inclusion of a 

third level in the model, researchers can be shown much 

more detail into the nature and source of DIF. This type of 

precision can be useful for test developers when the   

level 3 DIF seems to involve school characteristics which 

would be applicable to future use of the instrument. In a 
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traditional educational study involving student (level 2) 

and school (level 3) characteristics, a multi-level 

approach can reveal significant interactions between 

the levels for DIF.  High variability of the DIF effect could be 

used as part of criterion for flagging potentially biased 

items.  For example, criteria could be established so that 

a certain level of variability in DIF would signal an item to 

be flagged as potentially biased.
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